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Abstract—This paper presents a numerical method to evaluate
the electromagnetic radiating characteristics of a large-scale
phased antenna array by using generalized transition matrix
modules. Choosing an appropriate reference surface to contain
an antenna element, an associated generalized transition ma-
trix (GTM) is defined to establish the relationships between the
rotated tangential components of incident field and scattered
field on the reference surface. Meanwhile, a mapping vector is
constructed to map the excitation sources onto the reference
surface as the rotated tangential radiation field components. A
GTM module for an antenna unit with feeding source consists of
a GTM, a mapping vector, and a specified reference surface. The
radiation pattern and mutual coupling effects among units can be
analyzed by using the GTM modules of all units, in conjunction
with the generalized surface integral equations (GSIEs). The
interaction of the excitation port information is included in the
field transmission process between the GTM modules as well. For
a phased antenna array with fixed element structure and array
size, the GTM modules and the coupling matrices among units do
not change with the amplitude or phase of the feeding sources. The
proposed method is particularly efficient to analyze the property
of beam scanning and sidelobe level adjustment of a large-scale
phased antenna array. Numerical results are provided to verify
the high efficiency and precision of the method.

Index Terms—Beam scanning, generalized transition matrix,
mapping vector, phased antenna array, synthetic basis function.

I. INTRODUCTION

A S THE scale and complexity of modern electromag-
netic system rise, effective and accurate computational

methods to obtain the characteristics become particularly
important. The traditional methods such as the method of
moments (MOM) [1] cannot easily handle a multimodule
system with sources such as the large phased antenna array
because of the rapid growth of the computational complexity

and memory cost . Therefore, some flex-
ible fast algorithms coupled with the MOM are proposed to
overcome the difficulty. In these methods, only the near-field
entries of the coupling matrix need to be stored, and the fast
matrix-vector production in the iteration process is achieved
by factorizing the Green’s function. The most important one
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is the fast multiple method (FMM) [2] and its extension—the
multilevel fast multipole algorithm (MLFMA) [3], [4]. This
efficient matrix-vector production method is utilized by many
other techniques such as the complex multipole beam approach
(CMBA) [5], the impedance matrix localization (IML) tech-
nique [6], the adaptive method (AIM) [7], the multilevel matrix
decomposition algorithm (MLMDA) [8], and the integral
equation fast Fourier transform algorithm (IE-FFT) [9].
Other methods focus on reducing the number of unknowns

without significant loss of the accuracy or on geometrical flexi-
bility of the low-level basis functions. The concept of reducing
the size of matrix equations is prevailing in recently developed
iterative-free methods for large-scale problems, for instance, the
characteristic basis function method (CBF) [10], the synthetic
basis function approach (SBF) [11], the sub-entire-domain basis
function method (SED) [12], the eigencurrent approach [13],
and the subdomain multilevel approach [14]. The objectives of
these methods are similar by employing macro basis functions
for the surface electric and/or magnetic currents. The differ-
ences between these methods primarily arise from the way to
generate the macro basis functions.
Meanwhile, recent development of domain decomposition

method (DDM) [15]–[21] combined with the accelerating
methods or further model order reduction methods mentioned
above provides us a more efficient way to obtain field solution
at each frequency point. When the DDM is applied, the system
under consideration is divided into a lot of subdomains, and
electromagnetic fields of each subdomain are solved inde-
pendently. Then, the coupling effects of all subdomains are
calculated to get the electromagnetic characteristics of the
entire system.
In this paper, we implement the DDM with surface integral

equation formulation based on the equivalence principle. We
adopt the generalized transition matrix (GTM) algorithm [21]
and make some important improvements to solve the subdo-
mains with internal sources, such as antenna array units with
feeding sources. In the GTM algorithm, the procedure to ex-
tract the scattering characteristics is similar to that in the equiv-
alence principle algorithm (EPA) [18] and the linear embedding
via Green’s operators (LEGO) [20]. The scattering operators in
both [18] and [20] are defined on the boundaries of domains that
enclose complicated structures with fine details. However, the
mutual mapping between the internal source and the boundary
information is not dealt with in both EPA and LEGO methods,
while it is proposed in this paper. In analysis of a large-scale
phased antenna array with fixed structure but changing port ex-
citations, the proposed method has distinct superiority. A refer-
ence surface is selected to define the subdomain containing an
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antenna element. The GTM module of the element consists of
three parameters: the GTM representing the scattering property
fabricated similarly as in [21], the mapping vector representing
radiating property of the feeding, and the specified reference
surface. The mapping vector is used to associate the internal
voltage or current source with the rotated tangential radiation
field components on the reference surface.
All subdomains are built in the same way. Their electro-

magnetic characteristics are evaluated independently by setting
them in the background medium alone. The generalized surface
integral equation (GSIE) [22] is used to combine the interac-
tions of all units of the entire antenna array. SBFs [23] can be
generated to further reduce the matrix dimension.
In many practical situations, the element structure in a phased

antenna array, including the feeding structure in element, is
identical, while the phase and magnitude of the feeding source
varies with elements. If the reference surface is also selected
to have identical geometry, then it is possible that all elements
share a common GTM module and a common set of SBFs,
perhaps with necessary coordinate translation and rotation
operations.
The basic concept and construction of GTM module for

single antenna element are described in Section II, while
radiating problem of the antenna array utilizing the GSIE is
discussed in Section III. The SBF extraction based on the
GTM module and the modification of GSIE matrix are given in
Section IV. Numerical examples for analysis of phased antenna
arrays are provided in Section V.

II. GENERATING PROCEDURE OF GTM MODULE

Following the method described in [21], each antenna ele-
ment is enclosed by a reference surface. The equivalent electric
andmagnetic current sources on the reference surface of a single
antenna element come from two parts: One is produced by the
induction effect of the superposition from all the other elements
in the antenna array; the other is from the feeding sources within
the element. The radiation field of the antenna element can be
regarded to be generated by the equivalent electric and magnetic
current sources obtained via the linear superposition of the two
parts.
The reference surface and the excitation port can be regarded

as two ports of the module. They are respectively called external
port and internal port hereafter. In order to utilize the informa-
tion on the external port to evaluate interaction between two el-
ements, we need to map the internal port information onto the
external port. Meanwhile, for the purpose of analyzing charac-
teristics of the internal port under different interference or cou-
pling signals imposed on the external port, the transmission path
from external port to internal port should be built. It is also nec-
essary to get the response property of the whole structure under
external excitations, when the internal port is connected with a
terminal load.
As shown in Fig. 1, an antenna element illuminating by ex-

terior interference signals is bounded by a reference surface .
The element is located in the free space with the permittivity
and permeability . The reference surface can be selected as
any arbitrary curved surface containing the target body.

Fig. 1. (a) Antenna element with external incident field only as a scattering
body. (b) Antenna element with internal feeding source only as a radiating body.

In Fig. 1(a), are incident fields illuminating on
and are resultant scattered fields aroused by equivalent
sources on the reference surface. The rotated tangential filed
components of the incident field and the scattered field on the
reference surface are denoted by

(1)

(2)

where and are considered to be the “input signal” and
“response signal” of the external port, respectively. The normal
unit vector of the reference surface points outward.
In Fig. 1(b), the antenna element works only under the cur-

rent feeding source without incident fields from exterior of
the reference surface. The rotated tangential component of the
radiation field aroused by the equivalent source gener-
ated from the feeding source is denoted by and defined as

(3)

Taking both situations into account, we use linear superposi-
tion of the two kinds of responses from the external and internal
signals. The final rotated tangential outgoing field components

on the reference surface of a single antenna element are

(4)

In practical situation, each element in a phased array is fed
with a transmission line, whose characteristic impedance is
equal to the system impedance, e.g., 50 . A matching network
is usually required to transform the system impedance to the
input impedance of the element, which is denoted by , as
shown in Fig. 2. Therefore, looking from the internal port, in
a conjugate matched situation, the element is equivalent to
being connected to an impedance . For the sake of
simplicity, in the GTM module described in this paper, the
matching network is not included. An element is matched
means that the element is assumed to be connected to
directly.
In order to obtain the generalized transition matrix , the

input impedance at the feeding port of the element has to be cal-
culated first. Here, consider a simple case that the element con-
sists of perfect electric conductor (PEC) and uniform media so
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Fig. 2. Equivalent circuit model of the excitation port with terminal load.

Fig. 3. Zoomed-in feeding port with special RWGbasis function pairs. (a) Con-
taining a single RWG basis. (b) Containing several RWG bases.

that the scattered or radiated fields can be determined by using
surface integral equations with respect to surface electric/mag-
netic currents. It is also assumed that each element is fed at two
points and the surface currents in the element are expanded with
RWG basis functions . Fig. 3 shows the zoomed-in feeding
port with meshes on the metal of the ground part and the feeding
part. Two feeding points can be put within a special RWG basis
, as shown in Fig. 3(a). Two triangles, located on the

ground and located on the feeding strip, constitute a normal
RWG basis with its triangle pair being ripped apart by the exci-
tation port, with one feeding point at one triangle and as its
common edge.
When the size of the port is large, one single RWG basis is

not enough to represent the port signal. Therefore, the special
basis function can be obtained by the aggregation of several
RWG basis functions as drawn in Fig. 3(b)

(5)

where is the number of the RWG basis function pairs in-
cluded in . The coefficient vector is the cur-
rent distribution ratio determined by the inner product of
and the rotated tangential components of themagnetic fields cor-
responding to the dominant transmission mode on the port.
In the following derivation, we set basis functions on

antenna element in total, of which one special basis function is
for the port electric current and are for the expansion of all
the other electric and magnetic currents.
An imposed port electric current with coefficient shown in

Fig. 3(a) is set on the special basis function with an open-cir-
cuited terminal. The distribution of electric and magnetic cur-
rents on the antenna elements under excitation of the feeding
current can be solved by

(6)

Fig. 4. Equivalent two-port circuit network model of an antenna element.

where is the self-impedance matrix without con-
sideration of the port special basis function and is a
column vector representing the test procedure on the fields gen-
erated by the port special basis function. The vector
stands for the currents on the antenna element (not including the
imposed electric current).
The electric fields on the excitation port can be constructed

by electric and magnetic currents including the feeding current
with the dyadic Green function of the background medium
as

(7)

The port voltage is obtained by integrating the total electric
fields along a predefined integration line shown in Fig. 3 as

(8)

where is a column vector and the superscript rep-
resents transposition. , which
is a scalar presenting the port voltage contributed by the port
current .
Therefore, substituting (6) into (8), the input impedance of

the antenna can be calculated by

(9)

The antenna element with a specified reference surface can
be modeled as a generalized two-port circuit network shown
in Fig. 4. We aim to obtain the characteristic parameters of the
network by building the relationship between signals of the two
ports.
In a practical situation, an antenna element is usually illumi-

nated by external incident fields, so the currents on the antenna
element should be solved as

(10)

where is the coefficient of the induced electric current on the
port. Assuming there are unknowns on the reference surface,

is a matrix, representing field propagation from the
reference surface to the antenna unit as defined in [21]. Again,
the matrix equation (10) is derived by testing the corresponding
integral equations on all basis functions except the special basis
function for the internal port. (8), is applied to calculate the port
voltage , where is replaced by , so we can rewrite it as

(11)
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The rotated tangential outgoing field components on the ref-
erence surface can be obtained as

(12)

The matrix is the same as that defined in [21]
and [24], representing the mapping process from the rest elec-
tric and magnetic currents onto the reference surface in the form
of rotated tangential components. The column vector maps
the electric fields and magnetic fields created by the port electric
current onto the reference surface. and are calculated
by testing on the reference surface the rotated tangential com-
ponents of the outgoing fields that scattered by the equivalent
currents in the antenna element and the current on the spe-
cial basis, respectively.
Substituting (10) into (12) to eliminate , the outgoing rotated

tangential components can be expressed as

(13)

Similarly, substituting (10) into (11), the port voltage is obtained
as follows:

(14)

Combining with the input impedance of the antenna calculated
in (9), (14) can be updated as

(15)

Now the parameters of the equivalent two-port network in
Fig. 4 can be derived as

(16)

where

Apparently, the incident fields on the reference surface will gen-
erate a scattered fields on the external port and a coupling signal
on the internal port.
According to Fig. 4, the port voltage and current satisfy the

following equation:

(17)

where is the current of the excitation source. Substituting (17)
into (15), the relationship between the port current and excita-
tion source current under external incident fields can be estab-
lished as

(18)

Substituting (18) into (13) yields the rotated tangential compo-
nent of the outgoing field on the reference surface

(19)

where is a dyadic. The GTM is defined as

(20)

which connects the rotational components of the scattered field
and the incident field on the reference surface directly. The
column vector in (19) is defined as the mapping vector. For
elements with multiple feeding sources, becomes a vector,
and becomes a matrix.
It can be checked that the parameters of the two-port net-

work model—namely, , and in (16)—are all indepen-
dent upon excitations and terminal load. However, the GTM de-
fined in (20) is dependent on the load impedance . When the
antenna element is terminated by a matched load, the GTM is
denoted as

(21)

where is the resistance of complex impedance . In order
to verify the physical meaning of the model, (19) is reorganized
as

(22)

where equals to , which is defined as
the power wave reflection coefficient proposed in [25]. It is pos-
sible that an element in a phased array is not fed but simply
connected to an impedance load. When the load is power un-
matched, a reflected current appears on the internal port,
which will generate radiation fields exactly like a feeding cur-
rent. In the case that there is no feeding source current , the
total port electric current with unmatched terminal is the super-
position of the induced port electric current with conjugate
matched terminal and the reflected electric current with un-
matched power load, which can be written as

(23)

The port induced electric current with matched terminal is
calculated as

(24)

According to (21), (23), and (24), (22) can be transformed to

(25)
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The scattering characteristics of an antenna element can be de-
scribed by , the GTM with matched load. As long as the an-
tenna structure is fixed, does not change with the terminal
load. The second term in right-hand side of (25) shows the map-
ping from the shunted source current and the reflected current
onto the reference surface. The two kinds of currents share the
samemapping vector . In practical cases, the reflected current
shows the effect of different terminal loads.
The physical meaning of the module can be explained by the

two-port network model. The characteristics of each antenna
element in the array can be accessed accurately by the GTM
module without consideration of the internal complex structure.
In general, we try to design an antenna with a matched ter-

minal in order to improve the radiation performance, so usually
the GTM module with in matched situation is all we need
to construct. In practical situation, slightly unmatched terminal
load does not affect much accuracy of the results applying the
matched GTM module.
Although it is a little complex and time-consuming to con-

struct the GTMmodule of one antenna element than to solve the
MOM matrix equations straightly, the advantage occurs when
solving problems of the phased antenna array or multimodules
system. While analyzing independent element of the antenna
array, the scattering and radiating characteristics can be com-
pletely extracted by the GTM and the mapping vector, respec-
tively. Modules with different internal elements can be gener-
ated applying parallel algorithm to enhance the whole efficiency
to solve a large multimodules system due to the characteristics
of the modules are independent with each other.

III. GSIE SOLUTION

After the GTM module is obtained, the GSIE is established
as a new linear system containing the coupling information be-
tween the elements to solve the general radiation field of the
array system. As the dimension of the GTM module is decided
by the number of basis functions on the reference surface, the
dimension of the new linear system established by the GTM
module is much less than the traditional MOM matrix equa-
tions, which greatly enhance the efficiency of solving large-
scale array.
Considering the multiradiating structure shown in Fig. 5, we

separate the array system to elements according to its nat-
ural boundary. Each element is surrounded by its reference sur-
face where the GTM module has been built. The information of
the th element participating interaction with the others is only
conveyed by the calculated GTMmodule with the GTM and
the mapping vector . The rotated tangential outgoing field
components of block- on the reference surface are supposed
as , by which the outgoing fields anywhere in the space can
be calculated using the fundamental integral equations. Through
the field transmission between modules, the outgoing fields of
the block- become part of the excitation fields on the other
modules. The total incident fields are the superposition of the
outgoing fields from all the other modules in the array, which
we can apply to establish the iterative equations.
The outgoing fields from the reference surface of block-

will travel to reference surface of block- , and their rotated

Fig. 5. Incident fields on block- from all the other blocks.

tangential components become the “incident fields” of block- .
This wave transmission process can be described as

(26)

where is defined as the field transmission matrix from
block- to block- , which is not necessary to be a square matrix
because the dimensions of the two blocks may be not the same.
All the entries in matrix are evaluated with double surface
integrals, which can be found in [22].
Taking block- as the target as shown in Fig. 5 and com-

bining with (26), the total incident field on reference surface
is defined as

(27)

is the rotated tangential components of the external in-
terference excitation field that needs to be considered only when
the electromagnetic system exposed in the external interference
fields.
Substituting (27) into (19) yields

(28)

where equals to . This formula
is the discretized form of generalized surface integral equation
on reference surface . By solving this linear system, we can
get the total outgoing field tangential component on each ref-
erence surface of the antenna elements in order to solve the
far-field radiation of the array. For the antenna array, the order
of the GSIE can be much less than that of traditional MOM so
the method will significantly reduce the number of unknowns.

IV. SBF IMPLEMENTATION ON GSIE

The application of the SBFs on GSIE can extract some most
important characteristics in order to further reduce the system
scale and improve the solving efficiency of the system without
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Fig. 6. Auxiliary sources displacement on a decomposed block of the GTM
module in an array.

loss of the accuracy. To achieve such goal of information com-
pression, two important processes are introduced in generating
SBFs on the blocks: 1) adopting equivalent auxiliary sources to
obtain the solution spaces; and 2) applying singular value de-
composition (SVD) to generate characteristic vectors.
As to the antenna array analysis based on the GTM module

domain decomposition, we choose one of the blocks to ana-
lyze and establish an independent model as shown in Fig. 6.
This block is surrounded by series of auxiliary sources with
man-made definition. The auxiliary sources are set as external
excitations from all different directions to the GTM block. In
Fig. 6, we employ the cubical virtual surface irregularly meshed
into triangle patches as the method in [24].
Assuming that we have defined auxiliary sources for the
th block, an external solution space is generated to embody

the scattering characteristics as

(29)

where is the incident field from the th auxiliary source. If
there are internal sources inside the block, the other solution
space embodying the radiating characteristics can be generated
in form of

(30)

The SVD process is applied to extract the independent vectors
of the two solution spaces separately as the method in [23]. If
only one internal source exists in the block, it is not necessary
to perform SVD on the solution space , and the mapping
vector can be used as SBF for this solution space directly.
According to (25), even if the array element connects to an

unmatched load, the two solution spaces are not necessary to be
changed because the reflected current and the feeding current
exist simultaneously at the same position of the antenna. For an
antenna units with fixed structures, the GTMmodules share one
set of SBFs no matter whether the terminal is matched or not.
We denote the th SBF of the th element as

(31)

where the SBF is an aggregation of the lower-order basis
functions on the reference surface, and is the th
column vector of the singular matrix obtained by SVD. The
columns after the th column can be claimed as no longer in-
dependent if the ratio of the th column is smaller than
the threshold we set. The first columns are chosen as the co-
efficients to construct SBFs of block- . For antenna array with
the same construction, the SBFs on each module can be set as
the same, and the SBF vectors on block- are represented by

(32)

The undetermined field tangential components on the refer-
ence surface can be replaced by expansion of the synthetic basis
functions

(33)

Substituting (33) into (28) yields

(34)

The entries of the size-reduced coefficient matrix can be con-
structed considering the self and mutual coupling effect as

(35)

Substituting the results of (34) into (33), the rotated tangential
components of the radiation field can be obtained. In addition,
if the whole structure of the array keeps invariant, the ma-
trix stays constant, which needs to be calculated only once and
can be reutilized with the change of feeding signal and the en-
vironment excitation. If some elements in the array adjust their
positions, we just need to recalculate the field transmission ma-
trices related with these elements to modify the coupling matrix.
Through establishing reasonable threshold value, a small

amount of SBFs can effectively indicate the characteristics of
a GTM module. Usually the number of SBFs is far less than
that of basis function on the reference surface and the order
of the final matrix is further reduced. The number of SBFs is
controllable, enabling us to make a compromise between the
precision and the efficiency when analyzing the large-scale
phased arrays.

V. NUMERICAL RESULTS

In this section, a practical Vivaldi antenna array is analyzed to
verify the high efficiency and precision of the proposed method.
At first, we discuss the results of a single element compared to
traditional methods and the isolation degree compared to busi-
ness software. Then, a large-scale phased array is considered to
validate the feasibility and superiority for such application.

A. Single GTM Module

Referring to Fig. 7, the geometry size of a Vivaldi antenna
is listed as follows: cm, cm, cm,

cm, cm, cm, cm,
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Fig. 7. Geometry parameters of a single Vivaldi array element.

cm, cm, cm, cm,
. The substrate relative dielectric constant is

2.2, and thickness is 0.4 cm. A typical spatial sampling rate
of is usually required in the conventional implementation
of MOM for discretization. Based on the criterion, the element
is meshed by 1593, 449, and 50 RWG basis functions on the
dielectric, the ground, and the feedline respectively. The center
work frequency of the antenna is 2.4 GHz.
The GTM reference surface set close to the antenna element

is meshed by 512 RWG basis functions. The radiation patterns
calculated by both MOM and the GTM module for a single an-
tenna element at 2.4 GHz are compared in Fig. 8.
In both E-plane and H-plane, the results of the GTM module

match well with those of the reference MOM over the entire
angular spectrum, which validates that the characteristics ex-
traction by the GTM module is accurate and feasible. The time
consumption and the unknown numbers are shown in Table I.
Although the time of constructing GTM module is longer than
theMOMmethod, the unknown number can be greatly reduced.
Then, by setting a threshold of singular value ratio as 0.02,

18 SBFs are chosen after SVD process to further reduce the
unknown number of a single element. The singular value ratio
versus the number of SBFs of a single element is plotted in
Fig. 9. The accuracy of the SBF extracted on GTM with respect
to that obtained by rigorous MOM algorithm is represented by
the relative errors of radiation field in E-plane calculated by the
two methods

% (36)

where . The curve of versus
SBF number is also plotted in Fig. 9. The relative error of the
radiation field calculated by 18 SBFs chosen as in Table I is
below 0.3%, which is in an acceptable range. The determination
of the unknown number needs to meet the demand of precision
and order reduction.

B. Port Mutual Coupling

The schematic of mutual coupling of two antenna elements
is shown in Fig. 10. The antenna input impedance has been

Fig. 8. Radiation patterns in (a) E-plane and (b) H-plane of a single antenna
element.

TABLE I
CONSTRUCTION STATISTICS FOR SINGLE ELEMENT

calculated in (9) during the process of constructing the GTM
module. The antenna element in block-1 is fed by an electric
source , and the element in block-2 is terminated by a matched
load. According to the GSIE, the incident and outgoing fields
components on the reference surface can be obtained. Then, (16)
is applied to solve the voltage and current on each internal port
of the two blocks. Thus the mutual coupling of the two excita-
tion ports can be calculated.
To demonstrate the ability of the GTM module in analyzing

mutual coupling of antenna feeding ports, the port isolation of
two elements with distance of 0.125 m is calculated as shown
in Fig. 11. The maximum error compared to business software
is less than 1.5 dB. Both the antenna element and the GTM
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Fig. 9. Choice of the number of SBFs for a single element. Line with empty
square: the relative error in E-plane. Line with empty circle: the singular value
ratio versus the number of SBFs on single block.

Fig. 10. Schematic of mutual coupling of two antenna elements.

Fig. 11. Isolation degree of two Vivaldi antenna elements.

reference surface are chosen to be meshed based on the highest
interested frequency.
In large antenna array, the information on the ports of dif-

ferent blocks is transmitted by coupling effect between GTM
modules instead of direct interaction between antenna elements.
Therefore, the efficiency is improved, especially in analyzing
ports coupling of elements in large-scaled array. Meanwhile,
the method can be applied to analyze the port responses under
the external noise and to predict the antenna RCS reduction
precisely.

Fig. 12. Geometry of a finite Vivaldi antenna array.

C. Large-Scale Phase Antenna Array

In general, assuming there are elements in an antenna
array, the GSIE matrix includes field transmis-
sion matrices. However, for the periodic antenna array with
elements in row and elements in column, the
field transmission matrices contain a lot of same elements since
arbitrary two pairs of the GTM blocks with the same relative
displacement have the same value, which can be expressed as

(37)

The transmission matrix is only determined by the relative co-
ordinate position of the two blocks. As long as the condition
satisfies, it can be called repeatedly after being calculated once.
For example, there are 72 field transmission matrices of the
3 3 period array, but only 24 of which are different from each
other. By summarizing the rules, we get the conclusion that

different transmission matrices need to
be calculated at least.
As the array size rises, the saved time for repeated calcula-

tions becomes considerable. For instance, the whole number of
the transmission matrices of a 10 10 period array is 27.5 times
as many as the number of transmission matrices with different
values.
A sample example is shown in Fig. 12, where an

Vivaldi antenna array is plotted and all elements are operated
at frequency GHz with the structure size and mesh as
shown in Fig. 7. The distance in the - and -directions between
two adjacent elements is 5.8 and 10 cm, respectively. The com-
putational results are shown in Table II for various array sizes,
ranging from a 2 2 up to 20 20 elements. The unknown
number for elements is determined by preprocessed single el-
ement as listed in Table I. When the array scale reaches 8 8,
the system requires more than 200 000 unknowns for traditional
MOM, the direct solution of which is beyond the ability of our
PC. Even so, the proposed method shows its advantage in com-
putational efficiency obviously when there are more than four
elements in the array according to the comparison of the achiev-
able CPU time between the proposed method and conventional
MOM in Table II. The relative error calculated by (36) keeps
below 1% within a reasonable tolerance applying the proposed
method.
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TABLE II
COMPUTATION RESULTS OF THE ANTENNA ARRAY

Fig. 13. Total CPU time to calculate the array and the ratio of the total time to
the minimum number of the matrix.

In order to show more clearly, the total CPU time with pro-
posed method in Table II is illustrated in Fig. 13. The total CPU
time contains the time cost in constructing the GTM module,
extracting the SBFs, constructing the coupling matrix, and
solving the final equation system, not including the calculation
time in solving the system under different feeding combina-
tions. As expected, the CPU time increases linearly with the
rising number of the array elements. According to the ratio of
the total CPU time to the minimum number of the matrix
shown in Table II, we find that the primary reason for the con-
sumption of computational time changes with the scale of the
array. When the array size is small enough, the construction of
the GTM module and the SBF extraction procedure consume
most of the time. In the procedure to solve the middle-sized
array, the construction of matrix plays a dominant role, so the
ratio curve keeps almost constant. Nevertheless, as the order of
the matrix rises, the matrix solving procedure will certainly
spend more time. After the SVD procedure, only 18 SBFs for
one GTM module of the period array are retained to represent
the module characteristics.
The GTM module and the SBF are not necessary to recalcu-

late with the change of the feed phase and magnitude as long as
the element structure and the feed position stay the same. The
module coupling matrix does not change with fixed element
structure and array size. The order of matrix in (34) decided
by the number of the SBFs has been decreased to an acceptable
size as shown in Table II.

Fig. 14. Antenna patterns in E-plane of the 10 10 period Vivaldi broadside
array . (a) With uniform feed magnitude. (b) With Chebyshev syn-
thesis feed magnitude.

Taking the 10 10 phased array as an example, we assume
that the beam scanning angle varies from 0 to , so
results are required if the designer needs predict the array

performance of each angle. For different feeding ways of
the array, the coupling matrix only needs to be calculated only
once. With the invariance of the matrix in the proposed
method, each result can be obtained within 2 min by modifying
the feeding information and solving the stored matrix without
reconstruction. The saved time is quite considerable and the
enhancement of efficiency is significant. Examples with the
variation of feeding magnitude and phase are presented below.
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Fig. 15. Antenna patterns in (a) H-plane of the 10 10 Vivaldi period array
with 60 phase variation in z-direction and (b) E-plane of the
10 10Vivaldi period array with 45 phase variation in -direction .

In order to obtain the low sidelobe and high pointing accu-
racy, the Chebyshev synthesis is used with 30 dB sidelobe
level (SLL). According to [26], for the 10 10 array, the distri-
bution of the Chebyshev incentive amplitude of each element in
-direction is 1: 1.6695: 2.5986: 3.4095: 3.883: 3.883: 3.4095:
2.5986: 1.6695: 1. The E-plane radiation pattern with Cheby-
shev synthesis feed plotted in Fig. 14(b) has obvious improve-
ment compared to the result with uniform feed magnitude in
Fig. 14(a). Please note that the array plane is parallel to the
-plane, as shown in Fig. 12. is the polar angle with respect

to -axis, and is the azimuth angle.
In analyzing the property of the beam scanning, the efficiency

is also greatly improved without reconstructing the matrix,
which is independent with the diverse phases. The examples of
the 10 10 phased array with the phase of the feeding signals
varying respectively in -direction and in -direction are plotted
in Fig. 15.
Fig. 16 shows the gain and cross-polar gain of the 10 10

phased array in beam-scanning direction in E-plane. The max-
imum scan loss in the process of scanning is less than 3 dB.
From to 35 of the scan angle, the cross-polar gain is about
21 dB lower than the total gain. The array has a good rejection
on the cross polarization.

Fig. 16. Gain and cross-polar gain of the 10 10 Vivaldi array in beam scan-
ning direction with scan angle from to 35 in E-plane.

Fig. 17. Active impedance of the target element in the 10 10 Vivaldi array
with scan angle in E-plane.

It is also an advantage of the proposed method to calculate
the active impedance of the array elements. The rotated tangen-
tial components of the outgoing fields on all the GTM blocks
under different feeding combinations can be quickly obtained
after the matrix is constructed. The coupling fields by all
the other elements can be readily obtained. According to the
two-port network model introduced in Section II, we utilize the
GTMmodule to transmit the coupling signal from the reference
surface of the antenna element to its internal feeding port, and
the active impedance can be found using (9). Therefore, it is
efficient to use GTM model to calculate the active impedance
with scan angle. Fig. 17 shows the calculated active impedance
results of the target element (column 5 and row 5 of the 10 10
array) with scan angle in E-plane.
Once the GTM modules with SBF extraction of array ele-

ments are obtained, it is convenient to solve the whole system
and predict the performance efficiently with the change of
feeding ways of the array elements. The proposed method
significantly reduces the computational time and enhances the
efficiency of prediction without significant loss of precision.

VI. CONCLUSION

In this paper, a numerical algorithm is presented to com-
pute the electromagnetic characteristics of large-scale phased
antenna array. In this method, the antenna array is divided into
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subdomains based on the antenna elements. Each subdomain
is described as a GTM module representing the characteristics
of internal complex structure and information of the excitation
port by an associated GTM and a mapping vector defined on its
reference surface. The GTM module of identical structured ele-
ments can be reused despite of coordinate translation and rota-
tion operations, and that of the different structured elements can
be calculated independently with the parallel scheme. The SBFs
of a GTMmodule in matched situation can be applied in general
cases with unmatched terminal load. The GSIE combined with
SBF method represents the coupling between modules. For the
phased array with fixed element structure and array size, the ad-
justment of the feeding magnitude and phase does not change
the module coupling matrix. Hence, the results of phase and
amplitude adjustment can be obtained in a very short period of
time, which is the great superiority of the method. The proposed
method provides great convenience to predict the performance
of large-scale phased antenna array precisely and rapidly.
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